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Problem

Consider a zero mean stationary autoregressive model of order £ with IID innovations

having variance o?:
Yt = P1Ye—1 + PoYt—2 + F PpYi—k + Er

It is well known that the efficient GMM estimator of p = (p, py -+ p;) based on the
instrumental vector z; = (Y4—1 Yi—2 "+ Yok Yt—k—1 * " yt,g)’ consisting of the last ¢ > k lags
of y;, effectively exploits information in the most recent k lags of y, (see, for example, Kim,
Qian and Schmidt, 1999). In other words, the instruments y;_;_1,- -, ¢ are redundant
(see Breusch, Qian, Schmidt and Wyhowski, 1999) given 1, -, Y-

Prove the following more general proposition: when one uses the instrumental vector z; =
(Ye—p Yt—p—1 *** Ye—p—tt1 Ye—p—k "~ Y—p—t+1) for p > 1, the instruments ys_p_, -, Ys—p_r41
are redundant given vy;_p, -, Yi—p—k+1-
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Suggested Solution

The vector of regressors is ¥, = (Yi—1 Yi—2 - Ye—i). Let v; = 7v-; = Elywe—;] and

!/
I = (fyj Vjo1 T Pyj%H) . The matrix of cross-covariances of z; and z; is
pr—l pr T pr-‘rk‘—Q o 7p+€—2
Tp—2 V-1  Vprk—3 T Vp+e-3
sz == . . . . . .
pr—k 7p—k+1 T 7}7—1 T pr-‘rK—k—l

= (I Okeiy) (Tpa Ty -+ Tppa)

where I,,, denotes m x m identity matrix, and O, xm, — zero m; X my matrix. The covariance
matrix of z;e; is

Yo Yoo Ye—1
Y1 Yo oot Ve—2

VZEZO'Q . . . . 202(F0F1---F5_1).
Ye—1 Ye—2 Yo

The efficient GMM estimator based on the instrumental vector z; effectively uses the in-
strument optimal in the class of linear transformations of z;. This optimal instrument is
Q.. V.2 (see, for example, West, 2001). We will show that in the matrix Q,, V! the right

€
k x (¢ — k) submatrix is zero, so that the optimal combination of elements of z; involves only

first k entries.
Recall that the Yule-Walker equations for an AR(k) model contain the following recur-
sion:
Y =P1Yi—1 PV je A Yk T2 L
This implies that

Tpa Ty - Tppea) = P (Fp—2 Lpr oo Fp+€—3)
PPy Ty -+ Tyy),

P= IO/ Oz—l—k OZ 7
Ly

and 0,, denotes zero m x 1 vector. Thus

Qa:z = (Ik ka((—k)) (Fp—l 1jp to Fp+€—2)
= 0% (Tt Opuqemry) PP 'V

where

It follows that Q,. V! equals o2 (Ik ka(g,k)) PP~ a matrix whose right k x (¢ — k) sub-
matrix is indeed zero.
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